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Abstract—Analyzing event sequences offers the advantage of
connecting the past and present, providing a foundation for ap-
plying historical knowledge to present contexts. To facilitate such
connections for different types of event sequences, developing
a search algorithm that takes an event sequence as input and
identifies other similar sequences is essential. In this research,
we propose PASS, an algorithm for measuring the similarity
between event sequences. PASS increases the similarity score
when similar events occur in the same order and reduces the score
in the presence of dissimilar events or mismatches in the number
of events. PASS considers two events similar if their similarity
score, as determined by any text similarity measurement method,
exceeds a predefined threshold. Conversely, if the score falls
below this threshold, the events are regarded as dissimilar.
To validate the effectiveness of our proposed algorithm, we
conducted experiments using an event sequence dataset extracted
from the Wikipedia Current Events portal. We compared PASS
with two type baseline approaches: one that considers the entire
event sequence as a single text and another that computes
the similarity between event sequences. The accuracy of each
algorithm was evaluated using the mean squared error, and the
results demonstrated that the proposed algorithm outperformed
the baselines.

Index Terms—Event sequence, similarity measurement, time-
line, dynamic programming, information retrieval

I. INTRODUCTION

The adage History does not repeat itself, but it rhymes
highlights the recurrence of analogous event patterns across
different time periods. The analysis of such recurring phe-
nomena is widely acknowledged for its importance, primarily
in enabling the application of historical knowledge to the for-
mulation of strategies for contemporary and future challenges.
Furthermore, this approach enhances the comprehension of the
developmental processes that have shaped modern society. To
conduct such analyses effectively, it is particularly important
not to focus solely on individual events but to consider event
sequences, which are often referred to as causal relationships
or timelines and include the contexts and consequences of
those events. Indeed, emphasizing causal relationships that
encompass multiple events is regarded as a key element in
developing the ability to identify the differences between past
and present contexts, which is a skill that is prioritized in many
countries [1], [2].

The analysis of diverse types of event sequences necessitates
substantial datasets comprising such sequences. Although the
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modern Web contains an extensive amount of event data, most
consist of individual events recorded in isolation. Thus, the
following two steps must be implemented to analyze diverse
event sequences: 1) construct appropriate event sequences
from data available on the Web, and 2) search for sequences
similar to a given input event sequence from the constructed
dataset. The first step has long been the focus of various
methods, such as Topic Detection and Tracking (TDT) [3],
[4] and Timeline Summarization (TLS) [5]. The second step
requires a search algorithm that considers multiple events
as both the input and output. One such approach is the
Event Causality relationship similarity Measurement (ECM)
[6], which extends maximum weight matching to measure the
similarity between event sequences. ECM focuses on identi-
fying the combination of events that maximizes the overall
similarity score between them. Thus, it disregards dissimilar
events that are considered as noise within event sequences,
potentially leading to inaccurate similarity evaluations.

In this study, we propose an algorithm named penalty-
adjusted similarity for event sequences (PASS), which eval-
uates the similarity between event sequences arranged in
chronological order. Unlike existing algorithms, PASS de-
creases the similarity score when dissimilar events are included
in the sequences. PASS uses event sequences as the input and
computes the similarity between the constituent events of the
input sequence and those of the candidate output sequences.
During this process, PASS identifies pairs of similar events
that occur in the same order. If one sequence contains events
without corresponding similar events in the other sequence,



PASS inserts dummy events, which are referred to as “gaps,”
into the other sequence and assigns a negative similarity
score. To achieve this, the proposed algorithm extends the
Needleman-Wunsch (NW) algorithm [7], which is a widely
used pairwise alignment technique for measuring the similarity
between two nucleotide sequences, to compute the similarity
between event sequences.

Fig. 1 depicts an example of event sequences in which
PASS inserts gaps. Although PASS operates on textual data,
this example only displays the titles of events for simplicity
and clarity. When comparing the query event sequence with
event sequences A and B, it can be observed that both
share three common events: Earthquake, Tsunami, and
Building collapse. However, sequence B includes an
additional event, Electrical system fire, which is
not present in the query sequence. Because of this extra event
in sequence B, PASS interprets the gap as occurring between
Tsunami and Building collapse in the query sequence
and assigns a gap penalty. Consequently, the similarity score
for sequence B is reduced compared with that of sequence A.

To evaluate the effectiveness of PASS, we used an event se-
quence dataset constructed from Wikipedia. The performance
was assessed based on two metrics: the reduction of noise
and similarity scores in the top-k search results (k=10, 50,
and 100) measured using the Mean Squared Error (MSE)
and precision, respectively. We compared PASS with two
types of baselines: one that considers an event sequence as
a single document and another that evaluates the similarity
between event sequences by distinguishing individual events.
The results showed that PASS achieved the best MSE scores
across all values of k, demonstrating its ability to minimize
noise effectively. However, the precision scores indicate that
considering event sequences as a single document yielded
the best results. These findings suggest that PASS provides
the highest overall similarity for the input event sequence.
However, further improvements are necessary to handle cases
in which one event sequence partially matches another.

II. RELATED WORK

Previous studies focusing on events can be categorized
into two main types: those that identify relationships between
events, as exemplified by TDT and TLS, and those that
retrieve events similar to those input by users. The following
subsections discuss these two categories in detail.

A. Identifying Relationships between Events

Research on automatically analyzing the relationships be-
tween events reported in the news and linking related events
has been conducted for several years. Studies that analyze the
topics to which individual events belong and connect events
within the same topic into a single chain are known as TDT
[3], [4], [8]. Research that has expanded upon the study of
TDT includes investigations to clarify whether it is possible to
make future predictions by utilizing its outcomes [9], as well
as studies on TLS that extract and generate only significant
sentences rather than merely listing events [5]. Other studies

have represented relationships using tree structures [10], [11]
or graphs [12], [13] instead of linear representations.

All of the aforementioned studies are useful when structur-
ing and accumulating data, or when understanding the content
of a single sequence of events. Therefore, these previous
studies are orthogonal to the present study and their results
may be useful for this study.

B. Event Retrieval

Research aimed at event retrieval, similar to this study,
has also been conducted. Many previous methods focused on
retrieving individual events. Examples include a method that
outputs sentences in other languages describing the content
of an event when the event is input as a sentence [14] and
a technique in which an image is used as a query to retrieve
information regarding where the event depicted in the image
occurred, thereby facilitating news retrieval based on this result
[15]. Research has been conducted on retrieving multiple
events with a particlar focus on messages posted on microblogs
[16]. This prior study, similar to others on event retrieval,
assumed a single event as the query.

The method most closely related to the present study is
ECM, which outputs similar event sequences when multiple
events are input. ECM solves the maximum weight matching
problem with adding a constraint that ensures that similar
events occur in the same order for calculating the similarity
between the input and candidate event sequences. Because
the maximum weight matching seeks the set of edges with
the greatest weight on a bipartite graph, it effectively ignores
noise. Although a method that extends ECM to evaluate the
similarity between past and present event sequences has been
proposed [17], the issue of ignoring noise, which is a limitation
of ECM, remains an unresolved problem in existing research.

In this study, to address the noise present in event sequences
for which ECM cannot account, we based our approach on the
alignment technique rather than maximum weight matching,
allowing for a reduction in the similarity between event
sequences that contain noise.

III. NEEDLEMAN-WUNSCH ALGORITHM

The NW algorithm is an algorithm that measures the
similarity between two sequences, X = {x1, x2, ..., xm} and
Y = {y1, y2, ..., yn}, whose elements belong to an alphabet,
while aligning them to maximize the number of common parts.

To calculate the similarity score, NW algorithm defines a
score matrix S of size m×n, where each element corresponds
to one of three possibilities: match, mismatch, or gap. A match
occurs when two compared elements are exactly identical. A
gap occurs when one of the elements is shifted to align with
the element of the other sequence, whereas a mismatch occurs
when a gap is inserted but the two elements still do not match.
For any pair of elements xi and yj , NW algorithm determines
whether the elements constitute a match, mismatch, or gap.
If they are a match or mismatch, the algorithm computes
the score by adding the appropriate score to the value of
the (i-1, j-1) cell in the score matrix S. This value is then
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compared with the scores obtained by adding the gap penalty
to the values of the (i-1, j) and (i, j-1) cells, respectively.
Subsequently, the maximum of these values is assigned to the
(i, j) element of S. The calculation process is repeated for
all elements of the matrix. The similarity score between the
two sequences is recorded in the (m,n) cell of the matrix.
The optimal alignment path can be extracted by performing a
traceback process in reverse order, showing how the elements
of the two sequences match most similarly.

IV. PASS ALGORITHM

PASS treats an event sequence as an array of event sen-
tences, and extends NW algorithm to compute the similarity
between event sequences. In this section, we first describe
the preprocessing required to calculate the similarity between
sentences, and then provide a detailed explanation of how we
extend NW algorithm to compute the similarity between event
sequences.

A. Preprocessing

We assume that each event is described in natural language;
thus, preprocessing steps such as stopword removal, stemming,
and subword extraction are required to have been carried out
in advance. As PASS is designed as a language-independent
algorithm, language-specific preprocessing steps are assumed
to be appropriately executed at this stage. For example, if the
event sentences are written in languages with case distinc-
tions, such as English, they will be converted into lowercase
sentences. If the sentences are in languages such as Japanese
or Chinese, where word boundaries are not explicitly marked,
morphological analysis will be performed.

In the remainder of this section, we assume that the features
of the event sentences have been transformed into bag-of-
words (BoWs) representations after undergoing the aforemen-
tioned preprocessing.

B. Similarity Evaluation Algorithm

PASS calculates the similarity between arrays that are
assumed to consist of sentences as elements to determine
the match, mismatch, and gap. In the following section, we
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explain the proposed algorithm using two event sequences esA
and esB , which are defined as esA = {a1, a2, . . . , am} and
esB = {b1, b2, . . . , bn}.

Fig. 2 shows the gaps that PASS inserts into the query
event sequence in response to event sequence esB , which
contains events that should have their similarity reduced, as
shown in Fig. 1. In this example, the first two and last events
are identical in the two event sequences. However, the event
sequence esB contains one more event than the query event
sequence. To highlight this difference in numbers clearly, a gap
representing an empty event is inserted at the third position of
the query event sequence. This insertion indicates that the only
difference between the two event sequences is the additional
event in esB . PASS uses the table shown in Fig. 3 to calculate
the similarity between the two event sequences. Specifically,
when comparing the elements of two event sequences, the
algorithm must determine whether the two elements are a
match or mismatch, or if a gap should be inserted into one
of the sequences. In this example, we assign 1, -1, and -2 as
the match score, mismatch score, and gap penalty, respectively.
During this process, the scores for the cells in the table are
calculated using the values in the top-left, left, and top cells
corresponding to the current comparison. The first row and
column of the table are initialized with the values resulting
from inserting gaps at the beginning of each event sequence,
following the respective sequence order. The process begins by
comparing the first events of the two event sequences. In this
case, both events are labeled as Earthquake; thus, a match
score of 1 is added to the (1, 1) cell. This score is greater
than the value obtained by inserting gaps where the calculation
is -2 added to the (0, 1) or (1, 0) cells; thus, the value 1 is
placed in the (1, 1) cell. The remaining cells are computed in a
similar manner. For example, the (3, 2) cell, which represents
the insertion of a gap into the query event sequence, results in
a score that is 2 smaller than the (2, 2) cell. This value is larger
than that of the alternatives obtained by adding the mismatch
score to the (2, 1) cell or the gap penalty to the (3, 1) cell.
Thus, this calculation appropriately indicates the insertion of a
gap at the third position of the query event sequence. Through
these steps, the table effectively captures the decision-making
process for gap insertion and aligning event sequences, while
accounting for differences in the number of events.

As explained in the above example, PASS computes the
similarity score between event sequences using a table DP .
The values in the first row and first column of the DP are



initialized using the values shown in the following equation:
DP0,0 = 0

DP i,0 = gap × i (1 ≤ i ≤ m)

DP0,j = gap × j (1 ≤ j ≤ n)

(1)

where gap is a hyperparameter representing gap insertion. This
initialization step sets the scores for the first row and first
column based on the assumption that gaps are inserted into
the event sequences up to that point.

The remaining cells of the table DP are computed using
the following equation:

DP i,j
def⇔ max


DP i−1,j−1 + s(ai, bj)

DP i−1,j − gap

DP i,j−1 − gap

(2)

The function s determines whether the two elements ai and bj
that are provided as arguments are a match, mismatch, or gap,
and returns the corresponding value. This function is defined
as follows:

s(ai, bj)
def⇔

{
m val if sim(ai, bj) ≥ thre
mis val otherwise

(3)

The function sim computes the similarity between two sen-
tences by applying similarity measures such as Jaccard co-
efficient or cosine similarity. Within this function, necessary
preprocessing steps such as conversion from BoW to TF-IDF
and applying topic modeling (e.g., latent Dirichlet allocation)
are performed as required. The parameters mval and misval
are hyperparameters that specify the scores for matches and
mismatches, respectively. In the proposed algorithm, if the
sentence similarity exceeds a certain threshold thre , the two
sentences are considered a match; otherwise, they are treated
as a mismatch. The three hyperparameters m val , mis val ,
and thre depend on the sentence similarity measurement and
should be tuned experimentally based on the selected method.

Finally, PASS outputs the similarity score in the (m,n) cell
of the table. This score reflects the optimal alignment between
the two event sequences after considering both matches and
mismatches, along with any gaps.

Algorithm 1 presents the pseudocode for the similarity
measurement between two event sequences using PASS. First,
the table DP is initialized. The functions ColumnSize (line
2) and RowSize (line 3) return the numbers of columns and
rows in the table, respectively. These values correspond to the
lengths of the two event sequences, esA and esB , that are
provided as arguments. Lines 5∼8 initialize the first row and
column of DP using the gap penalty; these are equal to the
Equation 1. Lines 10∼17 are the main processes of PASS;
these lines perform the calculation described in Equation 2.
Initially, the algorithm computes the value if the elements are
a match or mismatch (line 12). It then computes the value
by adding the gap penalty gap to the cell directly above the
current cell (line 13) and to the left side of the current cell (line
14). Subsequently, the function max (line 15) is applied to
select the maximum value among the three calculated values.

Algorithm 1 PASS algorithm
Input: Event sequence A: esA, event sequence B: esB : a

table: DP
Output: a similarity score

1: Function f (esA,TLb, DP )
2: c← ColumnSize(DP) // = length of esA
3: r ← RowSize(DP) // = length of esB
4: // Table initialization
5: for i = 1 to c
6: DP0,i ← DP0,i−1 + gap
7: for i = 1 to r
8: DP i,0 ← DP i−1,0 + gap
9: // Calculation of each cell

10: for i = 1 to c
11: for j = 1 to r
12: up left ← DP i−1,j−1 + s(esAi

, esBj
)

13: up ← DP i,j−1 + gap
14: left ← DP i−1,j + gap
15: DP i,j ← max (up, up left , left)
16: end for
17: end for
18: return DPr,c

Once all cells have been calculated, the algorithm returns the
value at the bottom-right corner of the table DP [m][n], which
represents the similarity between esA and esB (line 18).

V. EXPERIMENTAL EVALUATION

A. Evaluation Metrics

PASS aims to reduce the similarity score for inconsis-
tencies between event sequences appropriately. Therefore, in
this experiment, we evaluated the accuracy of each method
using MSE, which calculates the mean squared difference
between the predicted and true values. Lower MSE values
indicate better prediction accuracy. In addition, we examined
the precision to determine the number of relevant results.
Higher precision indicates a greater proportion of relevant
results. As a practical usage of PASS as a search engine, each
method in this evaluation presents the results in the form of
the top k ranked items. We analyzed how the two metrics,
MSE and precision, changed across different values of k.
Specifically, we report MSE@k and p@k for values of k=10,
50, and 100.

B. Research Questions

We conducted the experiments based on the following
research questions (RQs):

• RQ1: Which algorithm outputs event sequences exhibit-
ing the fewest dissimilarities relative to the input query
sequence?

• RQ2: Which algorithm is most effective at retrieving
event sequences that demonstrate high relevance to the
input query sequence?

• RQ3: Did the lengths of the top-ranked event sequences
in the output exhibit a trend similar to that of the query?



First, we assessed whether PASS could output event se-
quences with minimal noise using the MSE@k values by eval-
uating RQ1. Next, in RQ2, we verified whether PASS could
retrieve event texts similar to queried texts using precision@k.
Finally, for RQ3, an error analysis was performed on the event
sequences output using the top-scored baseline and PASS.

C. Data Collection

We designed PASS as a language- and dataset-independent
algorithm and evaluated its effectiveness using various types
of event sequences. To achieve this goal, the dataset needs to
possess two key characteristics: 1) It must contain a diverse
range of event types and event sequences. 2) It must allow
for the evaluation of similarity between individual events.
While several datasets satisfying the first characteristic have
been proposed, such as CStory [18] and W2E [19], they lack
features enabling the second requirement. Fulfilling the second
characteristic comprehensively would require considering all
possible pairs of events, but manually evaluating similarity
for every pair in a large-scale dataset incurs prohibitive costs.
To achieve the characteristic effectively and efficiently, we
employed the attention similar events are assigned to the same
category. For example, the 2011 Tohoku earthquake
and tsunami and 2007 Peru earthquake share the
Earthquake, Tsunami, and Natural disasters cat-
egories. Based on this attention, we considered that if two
events share the same category, they are similar. That is,
we converted the components of the event sequence into the
category of that event, and then calculated MSE and precision
scores based on whether the categories were consistent.

Therefore, this study required not only a large number of
events and event sequences, but also the categories to which
each event is assigned. Because no large-scale event sequence
dataset with these characteristics was available, we created a
new dataset for this study.

1) Data resource: To create the new dataset, we used
events recorded in the current portal of the English version
of Wikipedia. Specifically, we extracted the events from
2016 to 2017. We also collected event categories such as
Politics and elections, Sports, and Disasters
and accidents, along with the corresponding event de-
scriptions for evaluation.

2) Event sequence creation: We manually created event
sequences for 2016 to 2017. This task was carried out by three
workers. Initially, two workers independently reviewed all data
for one year and created their respective event sequences.
During this process, the workers created an event sequence
that contained at least two events. Subsequently, a third worker
reviewed all data and created event sequences in a similar
manner. In cases where discrepancies arose between the event
sequences of the two workers, they discussed the differences
and modified the sequences accordingly.

Tab. I shows an example of the event sequences created in
this study. The first column of the table indicates the categories
assigned to each event by Wikipedia editors in the current
events portal. The second column lists the dates of event

TABLE I
EXAMPLE OF AN EVENT SEQUENCE. PE IS AN ABBREVIATION FOR THE

POLITICS AND ELECTIONS CATEGORY, AND IR IS AN ABBREVIATION FOR
INTERNATIONAL RELATIONS.

Category Date Event description

PE 2016-06-10 In a substantial swing, the ”Leave”
camp is 10 points ahead of ”Remain”
with less than two weeks to go before
Britain’s referendum on whether to stay
in the European Union, according to a
poll by ORB.

PE 2016-06-14 Rupert Murdoch-controlled tabloid The
Sun, Britain’s second biggest selling
newspaper, endorses Brexit, saying that
the people of UK should ”Take back
control and BeLeave in Britain”.

PE 2016-06-22 European Commission president Jean-
Claude Juncker warns the British vot-
ers, saying that there would be no re-
negotiations with Britain whatever out-
come of its membership referendum.

PE 2016-06-23 Voters in the United Kingdom go to
the polls to vote in a referendum on
whether the UK should leave the Eu-
ropean Union.

PE 2016-06-24 The United Kingdom votes, 52% to
48%, to leave the European Union.
Prime Minister David Cameron, who
called the referendum three years ago,
announces his resignation indicating he
will leave office by October.

IR 2016-06-25 Diplomats from Germany, France, Italy,
the Netherlands, Belgium, and Luxem-
bourg meet in Berlin to discuss the
consequences of the United Kingdom
voting to leave the European Union.

occurrence, and the third column contains the event descrip-
tions. The event sequence presented in this table comprised
six events.

3) Statistics of Dataset: As a result of the dataset creation
process described in Section V-C2, we constructed 2,879 event
sequences comprising a total of 5,204 events. Analysis of
the length distribution of the constructed event sequences
revealed that sequences of length 2 were the most frequent,
and the number of sequences generally decreased as the length
increased. The longest event sequence identified in the dataset
contains 47 events.

D. Baselines

We employed the following methods as baselines:
• Cos: This is the cosine similarity, which considers two

feature vectors as similar if the angle between them is
small.

• Jaccard: This refers to the Jaccard coefficient, which
determines the similarity between two texts based on the
proportion of shared words.

• BM25: This method calculates the relevance between
a query and document by considering the frequency of
word occurrences and document length, and then ranks
the documents accordingly.



In the above three methods, the event texts within a single
event sequence are concatenated into one unified text. In this
evaluation, for the Cos method, we considered the text of an
event sequence as a single document and converted it into a
feature vector using TF-IDF. We also used Cos and Jaccard in
the function sim defined in Equation 3 of PASS. For clarity,
we refer to the versions of PASS using these implementations
as PASS cos and PASS jaccard, respectively.

In addition to the above methods, we compared PASS with
the following existing methods, which calculate the similarity
by handling each event as a separate document and considering
its order:

• Dynamic time warping (DTW): This method measures
the similarity between two time-series datasets. We con-
structed feature vectors for each event text using TF-IDF,
and the similarity between the data points was calculated
using the Euclidean distance.

• ECM: This algorithm calculates the similarity between
event sequences based on the maximum weight matching.

E. Hyperparameter setting

PASS uses four hyperparameters: thre , m val , mis val ,
and gap. thre is the threshold used to determine whether two
events match. m val and mis val are the scores when events
are considered a match and mismatch, respectively. gap repre-
sents the gap penalty. To find the optimal combination of these
parameters, we defined the following search spaces: thre ∈
[0.00, 1.00], m val ∈ [0.0, 10.0], mis val ∈ [−10.0, 0.0], and
gap ∈ [−10.0, 0.0]. We performed a grid search within these
spaces to identify the optimal parameter combination. Each
value of parameter was varied in increments of 0.01, starting
from the minimum value in its respective range. The parameter
combination that resulted in the minimum MSE value was
selected as the optimal setting. As a result, we set the values
of thre , m val , mis val , gap to 0.21, 0.9, -0.7, and -0.6,
respectively, for Cos implementation. In addition, we set the
values to 0.1, 0.6, -0.4, and -0.2 for Jaccard.

F. Results

RQ1: Which algorithm outputted event sequences
exhibiting the fewest dissimilarities relative to the
input query sequence?
A1. PASS achieved the best results, particularly
when using the Jaccard coefficient to measure the
similarity between event texts.
A2. Using separated event texts obtained better
results than treating the event sequence as a single
document.
A3. All implementations of PASS outperformed
DTW and ECM, highlighting the importance of
introducing penalties.

Tab. II presents the MSE scores obtained when applying
all methods. Upon reviewing these results, it is evident that
the proposed algorithm, especially, PASS jaccard, consistently

TABLE II
MSE VALUES FOR ALL EVALUATED METHODS. THE BEST SCORE IS

SHOWN IN BOLD.

Method k=10 k=50 k=100

Cos 36.44 41.69 36.87
Jaccard 20.64 21.43 27.27
BM25 31.78 31.81 36.84
DTW 434.22 179.84 117.90
ECM 85.87 91.86 80.90

PASS cos 27.07 26.83 26.23
PASS jaccard 12.27 19.50 20.36

outperformed the baselines across all values of k. To better
understand these results, we compared PASS and the baselines
in detail.

Cos, Jaccard, and BM25 vs. PASS. To apply the cosine
similarity, Jaccard coefficient, and BM25, we concatenated
all event texts within a single document and computed the
similarity between the two resulting texts. The key difference
between these methods and PASS is the reduced number of
explicit events owing to concatenation. This result implies that
when multiple events are combined into a single sentence,
multiple stories are often mixed, and the effect of noise is rela-
tively reduced. This emphasizes the importance of maintaining
events separate in tasks involving event-sequence matching or
retrieval.

DTW and ECM vs. PASS. All versions of PASS achieved
better results than DTW and ECM for all k values, although
these baselines define separate feature vectors for each indi-
vidual event within an event sequence. In particular, compared
with DTW, PASS jaccard achieved approximately 83% to
97% better scores. These results suggest that reducing the
similarity when dissimilar events are present leads to better
outcomes.

Cos vs. Jaccard within PASS. Because two different
implementations of sentence similarity were used in PASS, we
compared the results of these implementations. PASS jaccard
consistently exhibited the best accuracy across all values of
k. This outcome is likely owing to the characteristics of
the dataset, which contain short event descriptions. These
characteristics led to the cosine similarity implementation pro-
ducing sparse feature vectors. However, the Jaccard coefficient
focuses on the overlap of words between sentences, making it
more effective for this particular dataset. Given the short length
of the event descriptions, the emphasis of Jaccard coefficient
on shared terms likely resulted in a better representation of
similarity, yielding improved performance.



TABLE III
p@k VALUES FOR ALL EVALUATED METHODS. THE BEST SCORE IS

SHOWN IN BOLD.

Method k=10 k=50 k=100

Cos 0.20 0.22 0.19
Jaccard 0.67 0.59 0.50
BM25 0.69 0.57 0.53
DTW 0.30 0.26 0.252
ECM 0.25 0.238 0.24

PASS cos 0.11 0.14 0.15
PASS jaccard 0.41 0.35 0.28

RQ2: Which algorithm retrieved event sequences
exhibiting the highest degree of relevance to the
input query sequence?
A1. BM25 and Jaccard coefficient achieved the
highest p@k results.
A2. PASS jaccard performed better than both DTW
and ECM.

Tab. III shows the p@k scores for all of the methods. It
can be observed that BM25 and Jaccard achieved the best
performance for k=10 and 100 and k=50, respectively. These
results suggest that combining events in an event sequence into
a single document leads to better performance. One reason that
PASS had worse results than the baselines is its current design.
When comparing event sequences of different lengths, PASS
inserts gaps to align their lengths. This introduces a penalty
and reduces the similarity score. Consequently, even if partial
matches exist in the query event sequence, PASS reduces the
similarity score of event sequences with different lengths.

Fig. 4 shows an example of partial matching between the
query event sequence shown in (a) and an event sequence
from the dataset shown in (b). All of these events are related
to earthquakes; thus, earthquake appears in many event
texts. In addition, other common words, such as struck and
death, appear in many of the event texts. The presence of
these common terms contributed to the improved accuracy
when using similarity measures such as the Jaccard coefficient
and BM25. In contrast, the query and dataset event sequences
contained five and three events, respectively. When applying
PASS, two gaps were inserted to account for the difference
in the number of events, regardless of content matching. This
implies that even if partial matching exists, the ranking of the
event sequence from the dataset is reduced. Thus, the presence
of gaps reduces the overall ranking of event sequences with
partial matches, reflecting the impact of sequence length
differences in the proposed approach.

Comparing the results of DTW and ECM reveals that
PASS jaccard achieved better accuracy across all values of k.
It is evident that reducing the similarity when event sequences
contain dissimilar events in shorter sequence is desirable.
These results suggest that, an important future challenge is to
extend PASS to allow for the identification of partial matches
by shifting the shorter event sequence to achieve better results

(b) Event sequence 

A magnitude 8.1 earthquake is recorded 96 kilometers (60 
miles) south of Pijijiapan, Chiapas, Mexico. This is Mexico's 
strongest quake since the 8.0 earthquake that hit the Greater 
Mexico City area in 1985. At least 26 deaths have been recorded.

Tsunami waves are reported in Mexico from the earthquake 
late yesterday with the biggest wave measuring 2.3 feet (0.70 m).

The death toll in the earthquake that struck the Chiapas region 
of Mexico rises to 90.

(a) Query

A 6.4 magnitude earthquake struck southern 
Taiwan. Taiwan's official Central News Agency 
reported that 14 people were killed and 484 injured.

The death toll from yesterday's earthquake in 
Taiwan rises to at least 29, with at least 120 
trapped under collapsed buildings in Tainan, 
while 198 people have been rescued.

Tainan mayor William Lai warns the death toll 
probably will exceed 100. "There are more 
fatalities than those pulled out," he said. 

Taiwan authorities arrest three construction 
company executives of the Wei-guan Golden 
Dragon Building, which collapsed Saturday, 
on suspicion of negligent homicide. Almost all 
of those killed have been recovered from the 
rubble from this building; the 100-plus missing 
are likely buried in the debris. 

The earthquake death toll rises to 116. Tainan's 
disaster response office says search and rescue 
operations have ended. The last body was found 
yesterday. Ninety-six, of the 289 people rescued, 
remain hospitalized. 

Fig. 4. Example of event sequences with partial matching

by comparing event sequences of different lengths. This ex-
tension could enable more effective searching and matching
of event sequences with varying lengths.

RQ3: Did the lengths of the top-ranked output
sequences tend to match the query length?
A. PASS often output event sequences of the same
length as the input event sequence, whereas the
baselines output longer event sequences if the num-
ber of output results increased.

Finally, we conducted a quantitative analysis to understand
why PASS achieved improvements in MSE but showed a
decline in p@k compared to the baselines. As discussed in
the analysis of RQ2, the current design of PASS tends to
produce output sequences with lengths similar to those of the



input event sequences. As a result, the top-ranked outputs are
typically expected to match the input length. To assess the
effect of gap insertion in the proposed algorithm, we compared
the different lengths of output generated by Jaccard, which
performed well in both MSE and p@k among the baselines,
with those of PASS jaccard. The results of Jaccard for k=1
and k=5 were 1.32 and 1.58, respectively. In contrast, the
results of PASS jaccard for k=1 and k=5 were 0.32 and 0.33,
respectively. For both values of k, the results of applying
PASS jaccard showed that the difference in length between
the input and output event sequences was approximately 0.3.
These values were smaller than those of Jaccard. Furthermore,
comparing the results for k=1 and k=5, PASS jaccard only
increased by approximately 3%, whereas Jaccard increased by
approximately 20%.

From the above results, it can be confirmed that PASS tends
to output event sequences that are similar to the input event
sequence in terms of both content and length.

VI. CONCLUSIONS

This study has proposed PASS, an algorithm for calculating
the similarity between two event sequences. PASS considers
not only event-to-event similarity but also incorporates gaps
representing null events. This mechanism penalizes discrep-
ancies in event counts, consequently reducing the overall
similarity score. Use of this method enables the search for
event sequences containing numerous similar events while
featuring few inappropriate noisy events.

To evaluate the effectiveness of this approach, experiments
were conducted using an event sequence dataset constructed
from Wikipedia events. Baseline methods implemented for
comparison included widely used document similarity ap-
proaches like Jaccard coefficient and TF-IDF with cosine
similarity, treating the entire event sequence as one document.
Other baselines involved sequence similarity methods like
DTW and ECM, which consider individual events as distinct
units. Evaluation of these methods using MSE confirmed that
the proposed method achieved the best results. Conversely,
evaluations using precision at k precision@k revealed baseline
methods such as Jaccard coefficient and BM25 achieved higher
precision than the proposed method. These findings demon-
strate that PASS effectively ranks event sequences higher when
both the number of events and their content closely match the
query sequence.

Future work involves extending PASS to accommodate
searches for partially matching event sequences.
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